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EXTENDED ABSTRACT 

 

Longitudinal designs, requiring follow-up of the same individuals over time, are 

increasingly common in epidemiological and demographical studies. However, missing data bias 

is a major problem in longitudinal studies where attrition is inevitable over time. For example, 

the frail are likely to miss or delay scheduled assessments for a variety of reasons, and a further 

problem is that the study outcomes themselves are often associated with the frailty such as 

dementia, disability, depression, and disease severity.  

Restricting analyses to only the observed data could bias the results depending on the 

types of missingness.  Little and Rubin (1) defined three types of missing-data mechanisms; 1. 

Missing Completely At Random (MCAR), which literally means missingness is completely 

random and does not depend on participants’ characteristics, 2. Missing At Random (MAR), 

where missingness depends on participant’s previously observed responses or observed 

characteristics, and 3. Missing Not At Random (MNAR), where missingness depends on 

unobserved outcome values (as well as possibly on observed values).  Laird (2) and Little and 
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Rubin (1) also defined two general classes of missing-data mechanisms for likelihood-based 

approaches.  A missing-data process is called ignorable if a likelihood-based approach provides 

valid inferences to the model parameters even when the missingness is ignored, while if not, 

called non-ignorable.   Laird (2) showed that MAR is an ignorable missing-data mechanism. 

However, under MNAR, likelihood-based analyses that ignore the missing-data mechanism may 

be biased (non-ignorable missingness).   

 Two general classes of model based approaches were proposed to cope with non-

ignorable missing-data: selection models and pattern-mixture models (3).   The two models differ 

in the way to partition the joint distribution of outcome and missing indicator and both models 

have shortcomings;  Since missing values, by definition, cannot be observed, the conditional 

distribution of missing indicator given outcome in selection models need to be based on an 

assumption which could still hold bias if this missing-data process is mis-specified. Pattern 

mixture models do not require specification of missing-data process and the marginal distribution 

of the response can be obtained by a weighted sum of the distribution within each pattern. 

However, one major problem in pattern mixture modeling approach is un-identifiability, or non-

estimable parameters. For example, for a particular subgroup of the sample, if we observe only 

baseline data and there is no follow-up data at all, we cannot estimate the slope of the trajectory 

for that group.  

 Two major strategies to deal with the un-identifiability of pattern-mixture models are 

identifying restrictions (3-5) and model simplification (4). The first strategy assumes that the 

missing variable distribution (3) is equal to a function of corresponding identifiable distribution 

of some other patterns. The second strategy allows different patterns to share certain parameters 

so that the incomplete patterns can borrow information from patterns with more data points.  
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In this paper, we offer a practical solution to the un-identifiability problem by using latent 

trajectory analysis in the framework of pattern-mixture models.  We applied this approach to 

estimate the longitudinal trajectories of a cognitive test, which taps memory function of 

individuals, over 12 years of follow-up. The approach presented here can be viewed as the model 

simplification described previously.  Latent trajectory analysis (6-8) presented here account for 

the uncertainty involved in latent group assignment, which was originally proposed by Clogg (9).    

 

Data 

The Monongahela Valley Independent Elders Survey (MoVIES project) was a 

prospective epidemiological study of dementia from 1987 to 2002, set in the mid-Monongahela 

valley of southwestern Pennsylvania.  The study background and methods have been reported 

previously in greater detail (10-12). Briefly the sample was selected by means of a 1:13 age-

stratified (65-74, 75+), random sample of elderly individuals in 1987, identified through the 

voter registration lists.  Entry criteria included age 65 years or older, being community-dwelling 

at the time of study entry, fluency in English, and at least a sixth-grade education.  The last two 

conditions were designed to enhance interpretability of the neuropsychological tests.  After 

giving informed consent, participants were interviewed by trained research associates.  Study 

procedures were approved annually by the University of Pittsburgh Institutional Review Board. 

1422 randomly selected from the voter registration list were assessed at study entry (Wave 1, 

1987- 1989).  At approximately two-year intervals thereafter, subjects were re-evaluated in a 

series of data collection waves.   The assessment included cognitive testing with a battery 

designed to tap a range of cognitive domains affected by dementia.  Here we focus on a memory 

test, the Word List Delayed Recall (WLDR) (10-item version developed for the Consortium to 
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Establish a Registry for Alzheimer’s Disease (CERAD)(13).  We estimated the mean trajectory 

on WLDR from Wave 1 (baseline) through  Wave 6, over 12 years of follow-up, for the entire 

cohort, and also separately for age groups 65-75 and 75+ years, adjusting for non-ignorable 

missing-data bias.   

 At the upcoming PAA meeting, we will introduce the latent trajectory analysis and 

present a practical solution to the un-identifiability problem and how this method can be applied 

to various longitudinal data with non-ignorable missingness.  
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